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The Howard’s algorithm (also called policy iteration
algorithm) is a classical method for the resolution of
a discrete Hamilton-Jacobi equation. This technique,
developed by Bellman and Howard [3], [8], is of
large use in applications because of the high efficiency
and performances. The main feature of this method
is that, in presence of a finite number of controls,
the algorithm reaches the solution in finite number
of iterations [4]; this gives to the method a special
interest.

The problem considered is the following. Let Ω be an
open domain of Rd (d ≥ 1); the steady Hamilton-
Jacobi equation (HJ) is described in the following
form: {

λv(x) +H(x,Dv(x)) = 0 x ∈ Ω
v(x) = g(x) x ∈ ∂Ω

(1)

where λ ∈ R+ is the discount factor, g : Ω → R is
the exit cost, and the Hamiltonian H : Ω×Rd → R is
defined by: H(x, p) := infα∈A{−f(x, α) ·p−l(x, α)}
with f : Ω × A → R (dynamics) and l : Ω × A →
R (running cost). Under classical assumptions on the
data, it is known (see e.g. [1], II.3) that the equation
(1) admits a unique solution v : Ω → R, and v is the
value function to the infinite horizon problem with exit
cost, where τx is the first time of exit form Ω:

v(x) = inf
a(·)

τx(a)∫
0

l(yx(s), a(s))e−λsds

+ e−λτx(a)g(yx(τx(a)))

Where a(·) ∈ L∞([0,+∞[;A) and yx(t) is a solution
of {

ẏ(t) = f(yx(t), a(t)),
yx(0) = x.

The numerical discretisation of equation (1) by
a monotone and consistent scheme (like Semi-
Lagrangian [6]V.2, or Finite Differences[5]) leads to
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a nonlinear system in the following form:

Find V ∈ RN ; min
α∈AN

(B(α)V − c(α)) = 0 (2)

where α is the control, and B is a N × N matrix
and c is a N vector, the unknown vector V is an
approximation of the value function v on a given grid.

The Policy Iteration Algorithm (or Howard’s Algo-
rithm) consists in a two-steps iteration with an alternat-
ing improvement of the policy and the value function:

Let α0 ∈ AN be an initial policy. For for n ≥ 0
compute:

- Xn+1 ∈ RN s.t. B(αn)Xn+1 − c(αn) = 0
(Value evaluation step)

- αn+1 = arg minα∈AN

[
B(α)Xn+1 − c(α)

]
(Policy evaluation step)

It is by now known that under a monotonicity as-
sumption on the matrices B(α), the above algorithm
is a nonsmooth Newton method that converges to the
solution of problem (2). Moreover, if A has a finite
number of elements, then the algorithm converges in
a finite number of iterations.

I. DOMAIN DECOMPOSITION AND PARALLEL
VERSION

The use of the Howard’s algorithm is strongly limited
by restriction on memory storage, especially in the
case of high dimensional spaces, which is the typical
situation when the nonlinear system (2) comes from
the discretization of a d-dimensional HJ equation (1).
For this reason, there a wide interest for a parallel
version of it.

Our proposal consists in combining the policy iteration
algorithm with a domain decomposition principle for
HJ equations. Using the new theoretical framework
of HJ equations on submanifolds [9], we consider a
decomposition of Ω on a collection of subdomains:

Ω := ∪MΩ
i=1Ωi ∪MΓ

j=1 Γj , with
◦
Ωi ∩

◦
Ωj= ∅.
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Where the interfaces Γj , j = 1, · · · ,MΓ are some
strata of dimension lower than d defined as the in-
tersection of two subdomains Ωi ∩ Ωk for i 6= k.
Following [2], the Hamilton-Jacobi equation (1) is
equivalent to the following system:{

λv(x) +H(x,Dv(x)) = 0, x ∈ Ωi,
i = 1, · · · ,MΩ.

(3)

completed by a system of transmission equations on
the interfaces{

λv(x) +Hj(x,Dv(x)) = 0 x ∈ Γj
j = 1, · · · ,MΓ.

(4)

for adequately well defined Hamiltonians.

The technique that is presented here is related to
the numerical resolution of the decomposed system
above. The talk will present first some theoretical
results to justify the domain decomposition technique.
Then, a parallel version of Howard’s algorithm based
on the domain decomposition will be discussed and
analysed in connection to some hybrid systems. This
algorithm consists of two steps iterations: (i) Use
Howard’s algorithm to solve in parallel on n threads
the nonlinear systems obtained after discretization of
(3) on the subdomains Ωi (in this step the values of
V are fixed on the boundaries); (ii) Update the values
of V· on the interfaces by using Howard’s algorithm
on the nonlinear system obtained after discretization
of the HJ equations (4) on Γj .

Under some specific assumptions of monotonicity it is
possible to prove the convergence of the algorithm to
the numerical solution of the original problem (2) [7].

II. EXAMPLES AND TESTS

The performances of the algorithm and its characteris-
tics as speeding up technique can be tested and shown.
Here it is considered the case of an eikonal equation
in a 1D and 2D space, in both the cases the problem
models the distance function from the boundary of an
open set, (−1, 1) in the first case, (−1, 1) × (−1, 1)
in the second one. As we can see in Figure 2 and
in Table I the improvements in terms of efficiency of
the presented technique are significant. In the table we
compare the time necessary to reach the approximated
solution, analysing the various phases of the algorithm:
the time necessary to solve every sub-problem (first
column), for the iterative part (which passes the in-
formation through the threads, next column), finally

Fig. 1. Approximated solution of the iterative/parallel algorithm
(left) in the 1D case, final time (dotted) and fifth iteration (solid),
in the 2D case (right, 20th iteration).

the total time. It is highlighted the optimal choice of
number of threads (which is different with respect of
the problem and discretization step) which has to be
found with a tuning procedure. In Table II is presented
the same comparison in the case of dimension two,
comparing the complexity for various discretization
steps.

This technique is shown to be extended also to some
others cases of interest: Target problems, Obstacle
Problems and Min-Max Problems. An example of
Target Problem, well known benchmark in the field, is
the so-called Zermelo’s navigation problem. The main
difficulty, in this example, is that the dynamic is driven
by a force of comparable power with respect to our
control. The target to reach will be a ball of radius
equal to 0.005 centred in the origin

f(x, a) = a+

(
1− x2

2

0

)
, Ω = [−1, 1]2,
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TABLE I
TESTING PERFORMANCES, 1D. OUR METHOD COMPARED WITH

THE CLASSIC HOWARD’S WITH VARIOUS NUMBER OF THREADS

dx=0.0125 Classic HA Parallel Howard’s Algorithm
threads time (s) (par.) (it.) Total time

2 0.48 1e-4 0.36
4 8e-3 1e-4 0.086
8 0.32 18e-4 6e-4 0.014
16 7e-4 4e-4 0.0095
32 2e-4 6e-3 0.011

TABLE II
TESTING PERFORMANCES, 2D. COMPARISON WITH CLASSICAL

METHOD AND PH WITH 4 THREADS

dx=0.0125 Classic HA Parallel Howard’s Algorithm
dx time (s) . tm (par.) tm (it.) Total tm
0.1 0.05 0.009 0.02 0.04

0.05 2.41 0.05 0.03 0.14
0.025 73.3 2.5 0.15 7.83

0.0125 - 76 1.293 383.3

TABLE III
ZERMELO’S NAVIGATION PROBLEM. COMPARISON OF VARIOUS

CHOICES OF THE NUMBER OF THREADS

dx=0.0125 Classic HA Parallel Howard’s Algorithm
threads time (s) tm (par.) tm (it.) Total time

4 1.31 0.13(4) 5.4
9 0.7 0.7(5) 4.2
16 37.9 0.031 1.38(5) 1.53
25 0.02 2.7(6) 3.9
36 0.01 5.19(7) 5.28

and A = B(0, 1), λ = 1, l(x, y, a) = 1.

In Table III a comparison with the number of threads
chosen is made. Now we are in presence of character-
istics not aligned with the grid, but the performances
of the method are poorly effected. Convergence is
archived with performances absolutely comparable
with the ones already described for the Eikonal Equa-
tion.
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Fig. 2. Approximated solution for the Zermelo’s navigation
problem dx = 0, 01.
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